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Hierarchical scheduling frameworks are a new scheduling paradigm where multiple system schedules are integrated (one-within-another). HSFs presents a multi-layered complexity problem that system engineers are struggling to contain. A promising trend in the aerospace and defense industry is to employ Digital Engineering’s Model-Based Systems Engineering (MBSE) to deal with the complexity of HSFs. MBSE permits the abstraction of application-specific details that can radically speed up system design exploration. Thus, this paper investigates how the output from an HSF algorithm can be converted into an MBSE modeling language that enables architectural exploration for resource allocation. The Unified Modeling Language (UML) Modeling and Analysis of Real-Time and Embedded Systems (MARTE) Profile is the chosen unified modeling language of MBSE. The modeling language is used with an HSF application for demonstration purposes. The approach in this paper seeks to limit tool use by combining an inline verification method (Genetic Algorithm) with a new MBSE workflow.
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1 Introduction

Digital Engineering (DE) is at the center of the governments’ new approach for developing next-generation mission-critical systems that can be adapted in months, not years [1]. This approach uses DE to connect all aspects of a mission system’s lifecycle – design, testing, production, and operations from end to end – that renders each, in digital detail, in a virtual environment before the first physical system is built. A part of Digital Engineering, Model-based systems engineering (MBSE) has received a lot of attention recently. Friedenthal and Oster [2] state Model-Based System Engineering is an approach to systems engineering where the system model is the central artifact of the systems engineering process. MBSE is used to comprehend system complexity and provide design space exploration [3,4]. MBSE is applied to many different facets of the systems developed to handle complexity [5,6]. The focus is on establishing a single authoritative source of truth for the entire development process. The DE approach efficiently links
MBSE, including code development, virtual integration, and test, ultimately facilitating the digital twin or virtual model of a product, process, or service. The creation of Digital Twins [7] for each system in a virtual environment enables validation and learning before installation on a given platform. The use of MBSE and DE allows a program to assess the system’s architecture design and impacts (including system safety and security) to changing requirements and identify any potential risks.

A potential application for DE is embedded software written more than 30 years ago, which needs to be migrated to modern architectures that include stringent safety and security requirements. For example, Department of Defense programs face a challenging migration problem because legacy software uses older single processing environments which must be upgraded and re-architected to accommodate current requirements and modern multicore architectures. Previous work [8] by the authors created a hierarchical scheduling framework (HSF) integrated with a genetic algorithm to help with this migration and demonstrated the efficacy of our approach. To benefit the defense industry, we must answer the question: how can this previous research be applied to enable the migration of legacy embedded systems’ software tasks to multicore architectures? For legacy systems, MBSE would not exist. Thus, this paper investigates and applies the strategies and best practices for the embedded systems MBSE approach. It offers a streamlined approach to model and manage the resource effects of HSFs in large complex systems of architectures. We will show how the previously formulated genetic algorithm’s solution can be converted into a universal modeling language model that can then be applied to and incorporated into an extensive system-of-systems model.

2 Conventional Embedded Schedule Analysis Tools

Handling the complexity associated with HSFs is an intimidating task. With the emergence of multicore architectures, some modeling tools are created with built-in extensibility to handle the added complexities of hierarchical scheduling problems. TIMES, Cheddar, and MAST are the most well-known tools available because they are open source and extensible. These tools were early attempts to address the complexity of timing but failed to achieve full model integration.

TIMES [9] is a schedulability analysis and synthesis tool used to model real-time system behavior. Using a set of tasks and their execution times, priorities, and resource constraints as inputs, TIMES generates and validates a scheduler using worst-case execution times. TIMES supports both non-preemptive and preemptive scheduling policies. For further validation, the TIMES tool provides a method for use (to agree with “model checkers”) like UPPAAL [10] that uses an MBSE Framework for modeling schedules.

Cheddar [11] is a simulation framework that allows the system designer to verify if a real-time system meets its timing constraints. Cheddar uses real-time scheduling theory as the basis for its analytical portion of the simulation engine. Cheddar also supports multiprocessor systems and is extensible to simulate specific systems. Cheddar’s extensibility is important because it shows how to incorporate the multicore and guest operating system environment.

MAST [12] is a modeling and analysis suite for real-time applications that supports distributed and multiprocessor systems and is extensible to accommodate hierarchical scheduling. MAST includes the ability to model and analyze hard real-time schedules with worst-case execution times and soft real-time event-driven schedules. One crucial consideration for MAST is the tool’s ability to accept a system design generated by a UML tool which would allow for easy integration of a modeling and analysis phase within an engineering workflow. MAST-2 later created the MARTE2MAST update so that MARTE models could be extracted to/from the analysis software, which is of interest to this research because MARTE is a UML profile that provides the necessary analysis packages for schedulability. MAST Requires a system model from a UML MARTE Model; however, legacy systems were not defined using any modern modeling language. Our approach starts with processor tasks and defines the HSF to be consumed by a model.

A new design environment called Gaspard2 is proposed by Piel et al. in [13]. Gaspard2 is based on the UML MARTE Profile. Within the newly proposed environment, the authors aim to address the high-level model description and transform it into SystemC for model execution and simulation. The
authors are inspired by the need to wrangle in the complexity of multiprocessor system-on-a-chip designs and recognize that new design methodologies and tools are required to address these issues. They illustrate the effectiveness of the new tool with a simple case study and example. Their underlying method is inefficient and tends to use many transformation chains in and out of the model during model refinement.

A methodology and toolset called the COMPLEX UML/ MARTE framework is proposed by Herrera et al. in [14]. These methods and tools enable the specification of a design space that consists of a set of possible architectural mappings, a range of values of platform attributes, and a set of platform architectures. The authors wish to automate the design space exploration (DSE) by building and linking several tools together using and reusing the UML/MARTE model. They model several use cases to prove the efficacy of the proposed methodology and framework. The framework provides several illustrations of the model artifacts used in the tradeoffs for each scenario examined.

Over the last several years, many software tools and frameworks have been developed or extended to grapple with the complexity and analysis problem associated with HSFs. Unfortunately, they all require a heterogeneous tool workflow that creates another management and usability problem. We simplify the process by making the model the focus for managing the complexities associated with HSFs. We streamline the model creation process by reducing the number of tools and do not require multiple import/export cycles.

3 Using MBSE and UML MARTE to Handle Complexity

This research focuses on modeling frameworks used for integrating and modeling schedules for real-time embedded systems. We investigate a novel approach to modify the output of the genetic algorithm to accommodate MBSE integration. This investigation simplifies HSF’s complexity by converting them into a universal modeling language model and making them consumable and reusable. There are many MBSE software tools created to facilitate the modeling of system performance. Many of these tools have been deprecated or bought by modeling companies that charge licensing fees.

Ribeiro, Ribeiro, and Soares, in [15], combine SysML with UML to describe an embedded system architecture. They are motivated by a need to manage system/software design complexity of real-time embedded systems design. They use a simple case study to illustrate the effectiveness of their approach.

Hagner, Huhn, and Zechner showed, in [16], how to integrate and use the MARTE profile for real-time properties in a model-based development process. MARTE is used to provide a timing analysis of a railway automation system that can be handled in UML or SysML. MARTE improved architectural design by making inherited and derived requirements more explicit. The MARTE profile helped capture and visualize timing requirements and used annotations for scheduling analysis before implementation, which enabled automated timing analysis to allow for the exploration of various design alternatives. Through a simple use case, the authors demonstrate imports, exports, and reimports to an external timing analysis tool back into the MARTE Model. The outcome provided insight into the use case and suggested tool development for a model to analyze metamodel integration/translation. This work exports from the model to an external schedulability analysis tool and reimports the results back into the MARTE Model. Our approach removes the need for an external tool to build the schedule to meet the hierarchical scheduling frameworks’ timeline.

A new Co-Design methodology presented by Koudri, Aulangnier, and Vojitisek, in [17], uses a semi-agile method defined by their MOPCOM (Model of Programmable Components on MARTE) research project. Their research seeks to provide a complete model-driven architecture tool to design system-on-a-chip applications. They are motivated by addressing the component design complexity for system composition and certification constraints for safety and assurance. The methodology used in their approach uses SysML combined with the MARTE profile that is refined to platform and allocation modeling. The authors propose three levels of abstraction and then map an example application onto an example hardware architecture.

The complexity of electronic systems is constantly increasing, and this requires new powerful design strategies. Mura, Panda, and Prevostini, in [18], analyze two UML Profiles, SysML and MARTE, from a Model-Driven Architecture paradigm perspective. To handle the impending on-slot of complexity associated
with electronic systems’ design, the authors wished to study how specific UML profiles can alleviate the complexity and become enhanced by the code generation techniques. They use a Wireless Sensor Network case study as a reference for applying the MDA Paradigm using SysML and MARTE. On one hand, they found that the SysML profile was better at the generation of SystemC code than MARTE. On the other hand, MARTE was better at describing the timing interaction between objects within the model.

Bicchierai, Buccir, and Carnevali, in [19], provide an approach to integrate formal methods within an industrial software process using the UML MARTE Profile to manage the documentation process required by MIL-STD-498. They integrate formal methods into the development life cycle using a model-based approach. Their work seeks to alleviate the impact of formal methods on the software development process by using a model-based approach to manage the complexity and documentation. The authors provide a case study to test and illustrate the process’s effectiveness and feasibility. The case study showed the idiosyncrasies and intricacies of the experiment.

### 3.1 Applying MARTE for MBSE Integration

Driven by the need for modeling interconnected embedded elements at a system and system of system’s level, Zimmerman, Bringman, and Gerlach, in [20], provide extensions to the UML MARTE Profile for distributed systems applications. Their approach allows for holistic modeling and simulation to facilitate the exploration and verification of system behavior. Through discussion, illustration, and explanations, the authors detail their process with an exemplar target architecture.

With the position that the UML MARTE profile is difficult to understand and use, Hagner and Huhn, in [21], set out to create a more straightforward form of the profile that focuses on scheduling analysis. The authors extended a palette within a tool to support scheduling analysis for developers. They used an empirical methodology with novice subjects (students) and measured their ability to perform the analysis. The results showed increases in efficiency over those without the palette plugin.

The Clock Constraint Specification Language (CCSL) (a companion language for the MARTE Profile) used in scheduling applications is modified by Zhang, Dai, and Mallet, in [22]. They propose a less restrictive modification to CCSL for use in periodic scheduling applications. Their proposal targets bounded and periodic schedule descriptions. Their proposal also targets customized arbitration policies within both simulations and bounded model checking contexts. The authors wish to provide a greater exploration of periodic schedules that sufficiently meet the schedule constraint conditions using an algorithm to find the best answer automatically. This work illustrated the effectiveness of their approach by linking and using the model with the CCSL and the encoding tool, resulting in several simulation results. This approach informs our research by shortening the cycle from tool-to-tool for verification and validation with an inline application.

Driven by the need to solve and manage complex automotive applications in a modeling language, Espinoza, Richter, and Gerard, in [23], investigate the application of UML MARTE to the EU’s TIMMO (Timing Model) Project for AUTOSAR (AUTomotive Open System ARchitecture). For this investigation, the authors first identify the critical timing requirements for AUTOSAR then identify the key MARTE characteristics that apply to TIMMO. The result is a set of recommended UML types for adoption for TIMMO and MARTE.

In [24], Andre et al. discuss overlaying the IP-XACT Standard for IP composition onto the UML MARTE Profile. The overlay leads to extensions and formalism with timing aspects associated with the standard. They want to utilize the timing features of MARTE because the IP-XACT has time representation issues. They create a metamodel for transition and profiling from IP-XACT into UML MARTE. They detail the example with illustrations and reuse scenarios. The method outlined in this paper informs our research as an example of how to solve our problem for model integration by way of a metamodel. In this paper, we create an HSF Pattern and use Rapid Modeling Tools (RMT) for model creation and integration.
4 Hierarchical Scheduling Framework

From our previous work, in [8], we define our HSF model, a task $\tau_i$ is defined as the basic unit of execution and is characterized by worst-case execution time (WCET) defined as $C_i$, a relative deadline $D_i$, and a period of $T_i$. A sporadic task will produce a series of jobs with inter-arrival times separated by $T_i$ time units. The cost of each job is $C_i$, and the relative deadline is $D_i$ which occurs after the job’s arrival time. The tasks are sporadic with implicit deadlines where $D_i = T_i$ for all $\tau_i$ (also known as Liu and Layland [25] task systems). From [8] we define the following:

Definition 1. For $n$ number of tasks, the tasks $\tau_i$ are organized into tasksets $\Gamma$ that are then assigned to the specific partition $\pi_i$.

Definition 2. Partitions are gathered into partition sets $\Pi$ that are in the end assigned to the required number of cores $m_i$.

The HSF seeks to allocate tasks to partitions and partitions to cores efficiently while distributing the total utilization across all cores, as illustrated in Figure 1. The tasks are assigned to partitions with guest operating systems that employ a fixed priority pre-emptive rate monotonic scheduler. The partitions are assigned to cores that use a static cyclic scheduler (also known as the partition scheduler). Figure 1 shows the hierarchical relationship of the scheduling problem we solved. Hierarchically combining both schedulers presents a complex problem. A modeling approach is needed to handle the associated complexity. In the following sections, we will show how to migrate the output of the HSF to be incorporated into a model.

5 The UML MARTE Profile

The Object Management Group (OMG) publishes the Universal Modeling Language (UML) Specification [26] as well as the UML Modeling and Analysis of Real-Time and Embedded systems (MARTE) Profile [27]. The MARTE profile is an extension of UML that supports the real-time modeling of embedded real-time systems. MARTE, shown in Figure 2, is comprised of three primary packages and one annexes package. First, the foundational package ”MARTE...Foundations” defines the foundational concepts that support development from design to analysis phases. These concepts are further specified in the other packages.

The second package, “MARTE...DesignModel” is the model design package. It is comprised of high-level model constructs for embedded applications. The third package, “MARTE...AnalysisModel” is the model analysis package. It provides generic models for quantitative analysis.
5.1 MARTE GRM Meta-Model Description

From MARTE Specification [27], the Generic Resource Model (GRM): ”provides foundational modeling constructs that are later refined to support design (SRM & HRM) as well as analysis (GQAM, SAM & PAM) models.” SRM and HRM are the Software and Hardware Resource Modeling packages used in detailed resource modeling. GQAM, SAM, and PAM are the Generic Quantitative Analysis, Schedulability Analysis Model, and Performance Analysis Model packages used in quantitative analysis modeling.

For our approach, we will target the UML MARTE Profile’s GRM like [24] because it provides the foundational model forms for integration. As an MBSE project progresses through its lifecycle, it will mature in detail and fidelity. Therefore, our metamodel for transition will use the package and stereotypes found in GRM (shown in Figure 3).
6  Rapid Modeling Tools

In a recent contribution to the MBSE GIT repository, Connelly and Cole, in [28], of Georgia Tech Research Institute created Rapid Modeling Tools (RMT) repository to help infrequent contributors to MBSE. The authors are motivated by the need to ingest large data elements from non-modelers and to save skilled engineers time by increasing the speed of model integration. RMT goes beyond a simple CSV import to support full model integration within domain engineering processes.

In Figure 4 [28], RMT’s Use Cases illustrate the engineer, modeler, and the system’s interaction.

The RMT, shown in Figure 5 [28], consists of two primary components for model tool integration: Ingrid and Player Piano. Ingrid is written in Python, which translates a spreadsheet using a modeling pattern to create a JSON platelet that the Player Piano Cameo plugin interprets to build the models.

6.1 Ingrid Nerdman

The motivation for the Ingrid Nerdman software tool is to reduce the impact of the big data problem and to provide rapid, dynamic, and flexible model instantiation. Ingrid Nerdman employs change detection before altering the model baseline. This tool surpasses standard Excel or CSV import by supporting full model integration. It uses an adaptable model pattern to support model integration.

The Ingrid Nerdman process uses a pattern sheet representing a user’s metamodel of the system being created. Figure 6 [28] illustrates an example of the pattern sheet. The column titles represent specific
model concepts. In Figure 6 [28], the columns show a composition modeling concept depicted in Figure 7 [28].

The spreadsheet example in Figure 6 [28] represents a graph interpreted from a SysML modeling pattern shown in Figure 7 [28] used to create a new model or update an existing one.

The standard Ingrid Nerdman model creation flow, depicted in Figure 8, shows the automated generation of a model based on design patterns and the desired content to be modeled. The workflow begins with the definition of composition modeling patterns. The composition modeling patterns allow the user to express model elements and their linkages. Once these composition modeling patterns are defined, the user can use a spreadsheet to represent the input design. The spreadsheet is filled in with the design elements,
Pattern Representation

Figure 7: RMT Composition Pattern Representation [28].

Ingrid Nerdman Model Creation Flow

Figure 8: Standard Ingrid Nerdman Model Creation.

then composition modeling patterns and the design elements are both inputs into Ingrid Model Processing software. Ingrid takes these inputs and outputs a JSON model composition. The model composition is processed into Cameo via the player piano macro. The player piano processes the model composition file to transform it into the final model product.
In this paper, we extend a software tool called Ingrid Nerdman that is based on SysML to use the UML MARTE profile and to map the HSF. The goal is to automate the HSFs creation with connections between objects and compose UML diagrams automatically. To adapt the IN SysML patterns to accommodate the MARTE profile, we need to create an HSF overlay/metamodel with a MARTE component and stereotype mapping. The UML diagram in Figure 9 shows how we model the HSF’s metamodel element relationships using the OMG UML MARTE profile.

A MARTE metamodel is needed to decompose the relationships between the HSF elements. The metamodel is used to define the composition within IN tool. As shown in Figure 9, the metamodel created

---

**Figure 9:** MARTE Metamodel Example of the Hierarchical Relationship.

### 7 Our UML MARTE Profile For HSF

In this paper, we extend a software tool called Ingrid Nerdman that is based on SysML to use the UML MARTE profile and to map the HSF. The goal is to automate the HSFs creation with connections between objects and compose UML diagrams automatically. To adapt the IN SysML patterns to accommodate the MARTE profile, we need to create an HSF overlay/metamodel with a MARTE component and stereotype mapping. The UML diagram in Figure 9 shows how we model the HSF’s metamodel element relationships using the OMG UML MARTE profile.

A MARTE metamodel is needed to decompose the relationships between the HSF elements. The metamodel is used to define the composition within IN tool. As shown in Figure 9, the metamodel created
Table 1: Mapping HSF Elements to UML MARTE.

<table>
<thead>
<tr>
<th>HSF Element</th>
<th>UML MARTE Stereotype</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task</td>
<td>&lt;&lt;swSchedulableResource&gt;&gt;</td>
</tr>
<tr>
<td>Partition</td>
<td>&lt;&lt;SchedulableResource&gt;&gt;</td>
</tr>
<tr>
<td>Core</td>
<td>&lt;&lt;hwResource&gt;&gt;</td>
</tr>
<tr>
<td>Processor</td>
<td>&lt;&lt;hwProcessor&gt;&gt;</td>
</tr>
</tbody>
</table>

for the given processing architecture is composed of processors, cores, partitions, and tasks. From there, we can map the appropriate HSF elements onto UML MARTE. Table 1 describes the relationships chosen for this metamodel via HSF element selection to UML MARTE stereotypes.

Next, we can create the Ingrid composition pattern to accommodate the MARTE profile and its stereotypes. This pattern describes the HSF composition in UML MARTE and will be used to generate the model. A JSON pattern file is used to map the HSF from a CSV/XLSX input file that is used to create the composition model. At this time, we can update the genetic algorithm to output the HSF into a pattern consumable by the model processing module, Ingrid. Once the Ingrid JSON composition is created and the HSF output has been formatted, we can start using the model flow shown in Figure 10.

The first step in the holistic model creation process, depicted in Figure 10, is HSF generation. During this phase of the model creation, the tasksets (from Definition 1) are input into the GA that outputs the HSF design pattern allocation. The HSF design pattern allocation provides an output consumable by model processing. The second step in the model creation process is Model Processing. During this phase of the model creation, the formatted HSF design pattern allocation output and the Ingrid MARTE JSON composition are input into Ingrid. Ingrid processes these inputs to generate a JSON HSF model composition. This composition describes the HSF task allocation. The third step in the model creation process is Model Generation. During this phase of the model creation, the HSF model composition file is input into the Cameo player piano macro (from RMT). The player piano processes the model composition file to create the final model product.
8 Results and Discussion

We verified the model creation process first by generating multiple use cases from simple to complex. The use cases increased in complexity by increasing the number of tasks within a taskset.

To demonstrate the working of the model creation framework, we provided sixteen tasks in the taskset, which generated eight partitions, on four cores, within one processor. From the illustration in Figure 11, the model creation process successfully generated the model from a taskset through HSF. The image shows how MBSE can be used to wrangle the complexities associated with HSFs.

Multicore architectures come in various arrangements that can vary from 4, 8, 12, and 24 cores. As the number of cores increases, an exponential expansion is created that drives up the scheduling and HSF complexity. Imagine Figure 11 multiplied by two or even eight times in a cascading fashion. The creation and management of 32 different two-level hierarchical schedules can become a complex task. To show how these complex architectures can be handled via an MBSE representation, we created a taskset composed of 109 tasks. The GA allocated these tasks into 48 partitions and eight cores.

Figure 12 illustrates the complex use case developed to demonstrate our new model creation flow shown in Figure 10. Based on the results captured in the Cameo, our model creation process is a viable approach to represent HSFs in an MBSE environment.
Figure 12: Complex 8 Core, 48 Partition, and 109 Task Example.
9 Conclusions

Due to the evolving complexity of systems, new approaches to architect, design, develop, and test must be made. The method for this in next-generation systems is to use Digital Engineering so that a digital twin can be created and evaluated. It must be incorporated into a model-based system engineering paradigm for a legacy system to be migrated to new architectures. Our hierarchical scheduling framework (HSF) algorithm is constructed to integrate into an MBSE environment using the newly formulated model creation workflow.

The HSF & GA + This new MARTE MBSE Flow provides a quick way to prototype compositional representations and model resource allocations on potential system designs. An illustration of an example design trade is shown in Figure 13.

A designer can create the trade, in Figure 13, in less than an hour. Typically, this would take Days or Weeks to compile this type of trade. Since the HSF GA already determined the fungibility of the tasks, partitions, and cores for schedulability automatically, the modeler does not need to perform this allocating step. The tasks and partitions are within each of the core elements; we have hidden their detail brevity.
We successfully converted and adapted the output of our HSF GA algorithm into the UML MARTE profile utilizing RMT’s Ingrid Nerdman. Then we tested our approach on both complex and straightforward use cases to verify the approach’s scalability. This method allows for an automated MBSE process to be applied to HSFs. The automation and integration into an MBSE workflow provide the transition of large legacy programs to modern multicore architectures.
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